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Syllabus for ELEC9781
Forensic Voice Comparison and the Evaluation of Evidence

Document version of 29 July 2011

Course website: http://forensic.unsw.edu.au/ELEC9781.html

Times

First part: Monday 1 August – Friday 5 August 2011

Monday 8 August – Friday 12 August 2011

every day, 1:00pm–3:00pm

Second part: Thursday 25 August – Thursday 20 October 2011

every Thursday, 1:00pm–3:00pm

Location

Rm 319, Electrical Engineering Building (Kensington Campus map K17/G17)
University of New South Wales, UNSW Sydney, NSW 2052, Australia

Instructors

Geoffrey Stewart Morrison

geoff-morrison@forensic-voice-comparison.net

http://geoff-morrison.net          http://forensic-voice-comparison.net

Dr Morrison is a Senior Research Fellow and the Director of the Forensic Voice Comparison Laboratory,
School of Electrical Engineering & Telecommunications, University of New South Wales (EE&T,
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UNSW). He has a background in acoustic phonetics and statistical modelling. He has published a number
of journal articles on forensic voice comparison and on the evaluation of forensic evidence. He is author
of “Forensic Voice Comparison” in the Expert Evidence series (2010, Freckelton & Selby Eds). He is also
an invited lecturer in the Judicial Phonetics Specialisation, Master of Phonetics and Phonology Programme,
Spanish National Research Council / Menéndez Pelayo International University, an Adjunct Associate
Professor, Department of Linguistics, University of Alberta, and Chair of the Forensic Acoustics
Subcommittee, Acoustical Society of America. Dr Morrison is the lead researcher at UNSW for a project
on incorporation of forensic analysis techniques as part of an automatic speaker recognition system. The
project as a whole is lead by Dr Jason Pelecanos of IBM’s T J Watson Research Center and funded by the
Intelligence Advanced Research Projects Activity. Dr Morrison is also the lead researcher on an Australian
Research Council Linkage Project on making demonstrably valid and reliable forensic voice comparison
a practical everyday reality in Australia. The project includes researchers from EE&T and Law at UNSW,
the Biometric Recognition Group at the Autonomous University of Madrid, and the Department of
Forensic Science & Technology at the China Criminal Police University, and is a partnership with the
Australian Federal Police, New South Wales Police, Queensland Police, National Institute of Forensic
Science, Australasian Speech Science and Technology Association, and the Guardia Civil.

Julien Epps

j.epps@unsw.edu.au

http://www.ee.unsw.edu.au/staff/epps/profile.htm 

Dr Epps is a Senior Lecturer, School of Electrical Engineering & Telecommunications, University of New
South Wales. He is a member of the Forensic Voice Comparison Laboratory EE&T UNSW and a named
researcher on the Australian Research Council Linkage Project on making demonstrably valid and reliable
forensic voice comparison a practical everyday reality in Australia. He has co-authored a number of
publications on speaker recognition and forensic voice comparison, and in 2008 led the UNSW team in
the NIST Speaker Recognition Evaluation, as part of the highly successful I4U consortium submission (led
by I2R, Singapore). Dr Epps also leads other funded projects in emotion recognition and cognitive load
classification from speech, and holds a joint appointment as a Senior Researcher with National ICT
Australia.

Description

This course introduces the theory and practice of forensic voice comparison conducted within the new
paradigm for the evaluation of forensic evidence.

The first part of the course (taught primarily by Morrison) focusses on the new paradigm for the evaluation
of forensic evidence and its application to forensic voice comparison. The new paradigm is characterised
by the quantitative implementation of the likelihood-ratio framework using databases and objective
measurements, and empirical testing of the validity and reliability of forensic-comparison systems under
conditions reflecting those of the case at trial. The likelihood-ratio framework is the logically correct
framework for the evaluation of evidence and was adopted as standard for forensic DNA-profile
comparison in the mid 1990s. Forensic voice comparison plays a leading rôle in the adoption of the new
paradigm among other branches of forensic science.
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The first part of the course should be of interest and accessible to a broad audience, with the concepts
introduced applicable across all branches of forensic-comparison science and pertinent to the admissibility
of forensic evidence in general. Interested lawyers, judges, police officers, and forensic scientists working
in other branches of forensic science are welcome to audit this part of the course, which is taught in
intensive mode.

The second part of the course (taught primarily by Epps) focusses on techniques from automatic speaker
recognition and their application to forensic voice comparison. A number of automatic methods relevant
to forensic voice comparison will be covered, including feature extraction for automatic speaker
characterization (acoustic, dynamic, prosodic, linguistic), feature normalization, speaker modelling using
Gaussian mixture models, speaker adaptation and GMM supervectors, channel compensation methods, and
automatic segment selection. 

The course will provide students with a solid grounding in the new paradigm for the evaluation of forensic
evidence and advance students’ technical skills and knowledge towards the state of the art in acoustic-
phonetic and automatic approaches to forensic voice comparison.

Prerequisites

Auditors attending the first part of the course do not need to fulfill the prerequisites listed below.

Students taking the course for credit should normally fulfil the essential prerequisites (students lacking
these prerequisites should consult with the instructors before enrolling):

ESSENTIAL: 
– Knowledge of programming in MATLAB

– Knowledge of digital signal processing (e.g., ELEC3104 Digital Signal Processing)
– Knowledge of speech processing (ELEC9723 Speech Processing may be taken as a corequisite)

DESIRABLE: 
– Knowledge of acoustic phonetics
– Knowledge of forensic science
– Knowledge of Bayesian statistics and statistical modelling
– Basic knowledge of linear algebra (e.g., matrix-vector operations, least squares)

Learning goals

The students will gain a solid understanding of the new paradigm for the evaluation of forensic evidence
and its application to forensic voice comparison. They will be able to build a basic quantitative likelihood-
ratio forensic-voice-comparison system and empirically test its validity and reliability.

Course structure – First part

The schedule for the first part of the course consists of two parallel tracks. One track is ordered
thematically and evolves on the basis of discussions of readings. The other track focusses on the
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cumulative development of knowledge and technical skills by means of a series of demonstrations and
exercises in MATLAB. See the course schedule - first part document for  the day to day schedule.

THEMATIC TRACK

– Paradigm shift

– Likelihood-ratio I: Philosophy

– Likelihood-ratio II: Calculation

– Evaluation I: Validity

– Evaluation II: Tippett plots

– Calibration and fusion

– Evaluation III: Reliability

– The alternative hypothesis

– Approaches to forensic voice comparison

– Resistance to the adoption of the new paradigm

TECHNICAL TRACK

– Logic and probability. Bayes’ Theorem.

– Discrete probabilities. Continuous probabilities.

– Univariate normal distribution. Calculation of likelihood ratios.

– Multivariate normal distribution. The effect of correlation. Calculation of likelihood ratios. 

– Gaussian mixture models. Calculation of likelihood ratios.

– Log-likelihood-ratio cost (Cllr).

– Logistic regression.

– Credible intervals.

– Training, optimisation, and evaluation databases. Cross validation.

– Formant-trajectory measurement.

– Parametric curves.

Course structure – Second part

The schedule for the second part of the course also consists of a reading-based thematic track and a more
practical technical track. The former is based on readings, which will be discussed in the class, augmented
by some presentation material. The latter is based on a combination of worked examples, tutorial-style
exercises and lab work (using MATLAB).
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THEMATIC TRACK

– Feature extraction for speaker characterization - acoustic and dynamic variants

Epps & Ambikairajah (2011); Kinnunen & Li (2010)

– Feature extraction for speaker characterization - prosodic and linguistic

Reynolds et al. (2003); Kockmann et al., (2010); Epps & Ambikairajah (2011); Kinnunen and Li

(2010); Lu & Dang (2008); Thiruvaran et al. (2009)

– Feature normalization

Pelecanos & Sridharan (2001)

– Speaker modelling and Gaussian mixture  models - what is being modelled and how GMMs should be

used

Reynolds & Rose (1995); Bimbot et al. (2004); Kua et al., (2011); Kinnunen & Li (2010)

– Speaker adaptation and GMM supervectors

Gauvain & Lee (1994); Reynolds (1997); Bimbot et al. (2004); Campbell et al. (2005); Kinnunen

& Li (2010)

– Channel compensation - NAP, JFA and i-vectors

Solomonoff et al. (2005); Campbell et al. (2006); Fauve et al. (2007); Kenny & Dumouchel (2004);

Kenny et al. (2008); Dehak (2009)

– Segment selection for speaker characterization

Vair et al. (2007); Bocklet & Shriberg (2009); Huang et al. (2011); Pruthi & Espy-Wilson (2004)

TECHNICAL TRACK

– Implementation of selected features

– Gaussian mixture model parameter estimation using the Expectation Maximisation algorithm

– Modelling principles using Gaussian mixture models

– Implementation and visualization of universal background model and MAP adaptation

– Low-dimension implementation of nuisance attribute projection

– Implementation of segment selection algorithm

Teaching/learning approach

The teaching/learning approach for the course will consist primarily of discussions based on the reading
and MATLAB exercises, but there will also be presentations by the instructors. 

Each day we will cover part of the thematic track and/or part of the technical track. The instructor will
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provide the students with a series of questions to guide them in reflecting on the most important aspects
of the readings. The students should come to class ready to discuss these questions and other ideas which
may emerge form the readings. “Ready to discuss” does not necessarily imply having all the answers at
the beginning of the class, but we hope to have the answers at the end of the class or the end of the course.

Students are advised to read the essential readings for the first part of the course at least once before the
beginning of the course, and then read the relevant ones again in preparation for each day of class. Students
should be prepared to discuss the first day’s readings on the first day of class. Since the first  part of the
course is taught in intensive mode it is important to be well prepared and not to fall behind.

Assessment

Students are expected to complete the reading assignments and take an active part in class discussions.

Students are expected to attempt the Matlab exercises and self assess their progress by comparing their
answers which the sample answers provided. The Matlab exercises will also be discusses in class but will
not be graded.

There will be a short quiz on the last day of the first part of the course (Friday 12 August). This serves as
a diagnostic of the learning of key concepts. It is intended to help the student assess their own learning and
will not be graded.

Students will be asked to write a critical review of a published paper. The paper to be reviewed, and further
details of the assignment will be announced on Friday 12 August (the last day of the first part of the
course). The review should be from the perspective of the new paradigm for the evaluation of forensic
evidence. Students may discuss the assignment with others, but should produce their own written review.
A pdf of the review should be e-mailed to Morrison not later than 12:00 midday on Thursday 25 August
(the first day of the second part of the course). This assignment will count for a third of the final grade.

Students will be asked to write a paper which demonstrates integration of knowledge and skills from both
parts of the course. The paper should be in the format of an academic-conference paper or short refereed-
journal paper. An outline of the paper including statement of the problem, literature review, and proposed
methodology should be submitted as a pdf e-mailed to both Morrison and Epps not later than 12:00 midday
on Thursday 6 October. The final version of the paper should be submitted as a pdf e-mailed to both
Morrison and Epps not later than 12:00 midday on Thursday 10 November. This assignment will count for
two thirds of the final grade.

Quality of writing, e.g., clarity of organisation and clarity of expression, will be taken into account in
determining the grade assigned to each paper.

Registration

UNSW students taking the course for credit should register in ELEC9781 Special Topics in Electrical
Engineering in Session 2 of 2011.
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Persons wishing to audit the first part of the course should contact Morrison.

Credits

The course has 6 units of credit (equivalent to an expected workload is 10–12 hours per week throughout
a 12 week session).

Academic honesty and plagiarism

Plagiarism is the unacknowledged use of others peoples work, including the copying of assignment works
and laboratory results form other students. Plagiarism is considered a serious offence by the University and
severe penalties may apply. For more information on plagiarism, please refer to:
http://www.lc.unsw.edu.au/plagiarism

Continual course improvement

Students are advised that the course in under constant revision in order to improve the learning outcomes
of its students. Please forward any feedback on the course to the course instructors.

Administrative matters

On issues and procedures regarding such matters as special needs, equity and diversity, occupational health
and safety, enrolment, rights and general expectation of students, please refer to the School policies, see:
http://scoff.ee.unsw.edu.au/

Graduate attributes

The course delivery methods and course content address a number of the UNSW graduate attributes, see:
http://learningandteaching.unsw.edu.au/content/userDocs/grad_attributes.pdf
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